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ABSTRACT

The assimilation of operational Doppler radar observations into convection-resolving numerical weather

prediction models for very short-range forecasting represents a significant scientific and technological chal-

lenge. Numerical experiments over the past few years indicate that convective-scale forecasts are sensitive

to the details of the data assimilation methodology, the quality of the radar data, the parameterized micro-

physics, and the storm environment. In this study, the importance of horizontal environmental variability to

very short-range (0–1 h) convective-scale ensemble forecasts initialized using Doppler radar observations is

investigated for the 4–5 May 2007 Greensburg, Kansas, tornadic thunderstorm event. Radar observations of

reflectivity and radial velocity from the operational Doppler radar network at 0230 UTC 5 May 2007, during

the time of the first large tornado, are assimilated into each ensemble member using a three-dimensional

variational data assimilation system (3DVAR) developed at the Center for Analysis and Prediction of Storms

(CAPS). Very short-range forecasts are made using the nonhydrostatic Advanced Regional Prediction Sys-

tem (ARPS) model from each ensemble member and the results are compared with the observations. Explicit

three-dimensional environmental variability information is provided to the convective-scale ensemble using

analyses from a 30-km mesoscale ensemble data assimilation system. Comparisons between convective-scale

ensembles with initial conditions produced by 3DVAR using 1) background fields that are horizontally ho-

mogeneous but vertically inhomogeneous (i.e., have different vertical environmental profiles) and 2) back-

ground fields that are horizontally and vertically inhomogeneous are undertaken. Results show that the

ensemble with horizontally and vertically inhomogeneous background fields provides improved predictions

of thunderstorm structure, mesocyclone track, and low-level circulation track than the ensemble with hori-

zontally homogeneous background fields. This suggests that knowledge of horizontal environmental vari-

ability is important to successful convective-scale ensemble predictions and needs to be included in real-data

experiments.

1. Introduction

The development and evolution of convective storms

is strongly tied to the environment in which the storms

develop, as shown by numerical simulations (Weisman

and Klemp 1984) and analyses of proximity soundings

(Rasmussen and Blanchard 1998; Thompson et al. 2003).

Environmental characteristics measured by thermody-

namic instability, vertical wind shear, and mesoscale and

small-scale forcing for upward motion all influence

convective storm dynamics, and changes in any of these

characteristics alter expectations for storm growth and

development. This link between storm behavior and

environmental characteristics is one reason why real-

time monitoring of the environment is an important

component in convective storm forecasting because the

storm environment can change rapidly in both time and

space (e.g., Brooks et al. 1994; Thompson and Edwards

2000; Stensrud and Weiss 2002).

Although general inferences regarding the mode of

convection, storm motion, and the potential for severe

weather can be made from environmental information,

observed storm evolution does not always match these
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expectations (Johns and Hart 1993). This situation has

led to the hope that convection-resolving numerical

weather prediction (NWP) models, which explicitly

predict storm growth and development given the envi-

ronmental conditions, can provide improved short-

range forecast guidance. This deterministic numerical

prediction of convective storms, in which the actual

storm structures are initialized in the model using fi-

nescale observations from Doppler radars and other

sensing systems, has been explored with nonhydrostatic

convection-resolving models for over a decade (e.g.,

Lin et al. 1993; Sun and Crook 1998; Xue et al. 2003;

Alberoni et al. 2003; Dowell et al. 2004; Crook and Sun

2004; Dowell and Wicker 2009). Results from these

studies indicate that the accurate 0–1-h deterministic

prediction of storm evolution is challenging, owing to

rapid forecast error growth in which errors can double

in 10–20 min (Snyder and Zhang 2003).

The rapid error growth found in storm-scale forecasts is

often attributed to errors in model physical process pa-

rameterizations, particularly those for moist precipitation

(Dowell et al. 2004). However, errors in the environ-

mental conditions also likely contribute to error growth

and hamper the accurate prediction of storm character-

istics. Many of the convective storm modeling studies that

were mentioned previously assume horizontally homo-

geneous and temporally constant environmental condi-

tions, as provided by an observed near-storm sounding.

Thus, any rapid temporal and spatial changes in envi-

ronmental conditions are not captured in these studies

and likely influence the accuracy of the resulting fore-

casts. Recent results by Aksoy et al. (2009) illustrate that

even simple representations of mesoscale environmental

uncertainty are critical to producing accurate analyses of

convective weather events from radar observations.

One forecast approach that allows for the inclusion of

uncertainties in both model physical process parameteri-

zation schemes and environmental initial and boundary

conditions is ensemble forecasting. Ensembles pro-

duce multiple, concurrently valid forecasts starting from

slightly different initial and boundary conditions and/or

somewhat different model configurations. Ensembles are

one method for providing situation-dependent probabi-

listic forecast guidance (Brooks et al. 1995; Stensrud et al.

2000; Du and Tracton 2001; Hamill et al. 2000; Hou et al.

2001; Krishnamurti et al. 2001; Lewis 2005; Yussouf and

Stensrud 2006; Stensrud and Yussouf 2007). However,

the majority of ensemble applications have focused upon

synoptic-scale and mesoscale weather phenomena, using

model grid spacing that cannot explicitly resolve convec-

tive storms.

Storm-scale ensemble forecasting using a convection-

resolving model initialized with horizontally homoge-

neous environments is shown to be beneficial by Elmore

et al. (2002, 2003). Their results show that when storm

lifetimes of at least 60 min are used as a proxy for severe

weather reports, the ensemble shows considerable skill

at identifying days that are likely to produce severe

weather. Using the Advanced Regional Prediction

System (ARPS; Xue et al. 2000, 2001, 2003), full-physics

storm-scale ensembles that include terrain, horizontally

varying initial conditions, and the assimilation of real

observations—particularly from Weather Surveillance

Radar-1988 Doppler (WSR-88D) data—have been

evaluated by Kong et al. (2006, 2007). Though only five-

member ensembles are employed using a scaled, lagged

average forecasting technique, they find that the en-

sembles with a 3-km grid spacing can capture explicitly

the details of storm evolution in good agreement with

observations and better than any single ensemble mem-

ber. Numerous studies suggest that the quality of the

storm-scale analyses and forecasts are sensitive to the

parameterized microphysics, the details of the assimila-

tion methodology, the quality of radar data, the method

used to generate the initial ensemble members, and the

storm environment (Snyder and Zhang 2003; Dowell

et al. 2004; Hu and Xue 2002; Kong et al. 2007; Aksoy

et al. 2009).

In this study, we further investigate the importance

of the storm environment to very short-range (0–1 h)

storm-scale radar data assimilation and forecasting by

including environmental variability within a three-

dimensional variational data assimilation system (3DVAR)

and a cloud analysis package developed at the Center

for Analysis and Prediction of Storms (CAPS). The

ARPS 3DVAR system (Gao et al. 2004) is used to as-

similate WSR-88D data at 0230 UTC 5 May 2007 from

the Greensburg, Kansas, tornadic thunderstorm into the

ARPS model. Both reflectivity and radial velocity data

are assimilated. An ensemble approach of increasing

initial condition complexity is used to examine the im-

portance of mesoscale environmental variability on storm-

scale radar data assimilation and prediction. Ensembles of

3DVAR analyses and 1-h forecasts are produced using

1) 30 vertical environmental soundings extracted from

a 30-member mesoscale ensemble Kalman filter (EnKF)

data assimilation system valid at Greensburg and 2) 30

3D fields that represent the heterogeneous environment

around Greensburg as extracted from the same meso-

scale ensemble assimilation system. For the 30-sounding

ensemble, the boundary conditions are provided from

the 30 environmental soundings and do not vary with

time. For the 3D ensemble, hourly boundary conditions

are provided by the mesoscale ensemble data assimila-

tion system. The very short-range (0–1 h) storm-scale

ensemble forecasts are compared with 3DVAR analyses
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to examine the importance of environmental variabil-

ity to the accurate prediction of the tornadic supercell

thunderstorm.

Section 2 provides an overview of the tornadic su-

percell thunderstorm event, whereas section 3 describes

both the storm-scale and mesoscale data assimilation

systems and experiment design. Ensemble results and

qualitative performance are assessed in section 4. A final

discussion is found in section 5.

2. The Greensburg tornadic supercell
thunderstorm

The 4–5 May 2007 Greensburg tornadic supercell

thunderstorm case is selected for study because it is well

documented and produced one of the strongest torna-

does in recent years. The storm complex produced

18 tornadoes in the Dodge City forecast area, which covers

most of southwestern Kansas and 47 tornado reports in

Kansas, Nebraska, and Missouri (McCarthy et al. 2007).

The violent tornado reported on this day started moving

through Greensburg at 0245 UTC 5 May 2007 (21:45

CDT 4 May) and destroyed over 90% of the town. The

tornado damage was given a rating of 5 on the Enhanced

Fujita scale (EF5), which is the highest rating (McCarthy

et al. 2007). Lemon and Umscheid (2008) indicate that

this tornado first touched down south of Greensburg

near 0200 UTC and had a total pathlength of over

53 km.

The synoptic setting for this event at 0000 UTC 5 May

consisted of a deep trough over the western United

States with an upper-level shortwave trough starting

to move over western Kansas (Fig. 1a). A surface low

was present over southeastern Colorado, and a quasi-

stationary front extended from the low across northwest

Kansas and into northeast Nebraska (Fig. 1b). A dryline

stretched generally southward across western Kansas,

Oklahoma, and into west Texas. A very moist and un-

stable air mass was found east of the dryline, where values

of surface-based convective available potential energy

(CAPE) were above 4000 J kg21 across central Okla-

homa and south-central Kansas. The values of 0–3-km

storm-relative environmental helicity (SREH) were in

excess of 150 m2 s22 throughout much of Oklahoma and

Kansas, providing an environment favorable for super-

cell thunderstorms.

Initial storm development occurred over the northern

Texas Panhandle/Oklahoma border around 2210 UTC

on 4 May 2007. A complex cell evolution ensued, in

which several storm splits were observed in succession

over the next 2 h. As one of the storms crossed the

border into Kansas near 0040 UTC, it split with the

right-moving storm evolving into the tornadic supercell

thunderstorm that passed over Greensburg. This storm

moved from 2128 at 13 m s21 and developed its hook echo

signature by 0106 UTC. Between 0130 and 0148 UTC,

a strong midlevel mesocyclone was very clear and per-

sistent in the data of the Dodge City WSR-88D radar

(not shown). The supercell was observed to take on

a classic hook echo shape by 0230 UTC as the strength

of its rotation increased dramatically. The tornado that

eventually produced the violent EF5 damage at Greens-

burg was first observed near 0200 UTC (Fig. 2; Lemon and

Umscheid 2008). Forecasters at the National Weather

Service Dodge City Weather Forecast Office issued a

tornado warning with 30-min lead time for this event.

The storm environment at 0200 UTC 5 May near

Greensburg is estimated by Lemon and Umscheid (2008).

They modify the observed 0000 UTC Dodge City sound-

ing with surface observations taken near Greensburg and

obtain a CAPE estimate of over 5000 J kg21. This modi-

fied sounding also yields a 0–6-km total shear magnitude

of 34 m s21, which is supportive of supercell thunder-

storms. A forecast sounding from the North American

Model (NAM) suggests 0–1-km SREH values had in-

creased to over 180 m2 s22 by 0200 UTC and continued

to increase, reaching values in excess of 270 m2 s22 an

hour later. The large instability, strong 0–6-km wind

shear and large values of 0–1-km SREH are very sup-

portive of tornadic supercell thunderstorms (Thompson

et al. 2003).

Over the next hour, from 0230 to 0330 UTC, this tor-

nadic supercell thunderstorm (which we call the dom-

inant storm) turned a bit more to the right, moving from

2198 as the storm motion slowly decreased from 10 to

near 8 m s21 (Lemon and Umscheid 2008). In compar-

ison, the group of nonsupercell thunderstorms to the

northwest of the dominant storm moved much faster at

23 m s21 from 2068. While the violent EF5 tornado that

hit Greensburg dissipated near 0305 UTC, a second strong

EF3 tornado developed near 0303 UTC, lasted for 65 min,

and had a pathlength of over 43 km (Fig. 2). A third

strong tornado, rated as EF3, developed at 0339 UTC

in association with the same supercell and prior to the

dissipation of the second tornado, and had a total path

length of over 33 km. The process of producing a series

of tornadoes from the same supercell thunderstorm, called

cyclic tornadogenesis, has been observed both observa-

tionally (Burgess et al. 1982; Dowell and Bluestein 2002)

and in numerical simulations (Adlerman et al. 1999).

The 1-h period from 0230 to 0330 UTC is selected

for study since this dominant thunderstorm has classic

supercell characteristics, including a well-defined meso-

cyclone and hook echo during this time period (Fig. 3).

In addition, the storm motion is fairly steady and strong

tornadoes are observed throughout the period. Thus,
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this 1-h period represents a very good test for a con-

vective-scale ensemble forecast system for a mature

supercell thunderstorm event. However, the influences

of the storm environment on this supercell are un-

certain. One could argue that the intense, long-lived

nature of this supercell indicates that it must be rela-

tively insensitive to changes in its environment because

the observed horizontal environmental variations (dis-

cussed later) do not appear to alter the characteristics of

the supercell. However, it could also be that the atten-

dant thunderstorm circulations favorably modify the

near-storm environment (e.g., Brooks et al. 1994), making

FIG. 1. Environmental conditions at 0000 UTC 5 May 2007 shown by (a) 300-hPa geo-

potential height (every 120 m), temperature (dashed lines every 2.58C), and winds (full barb is

10 m s21), and (b) surface observations of MSL pressure (every 4 hPa), winds (full barb is

10 m s21), and the 188C dewpoint isoline. Location of the largest forecast grid shown by

a shaded square outlined with thin dashed lines in Oklahoma and Kansas.
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the environmental conditions less important once the

storm reaches maturity. In this case, the modifications to

the near-storm environment produced by the supercell

may not be well captured by the available observational

data and the data assimilation methodology, suggesting

that the environment provided to the numerical model

may still influence the model forecasts during this initial

forecast period. In contrast, one could also argue that

the supercell is sensitive to the storm environment re-

gardless of the strength of any attendant circulations and

simply responds to environmental variations in ways

that are hard to observe using Doppler radar observa-

tions. In this case, numerical model simulations may

provide a more reasonable assessment of storm envi-

ronment sensitivity.

3. Ensemble data assimilation system and
experiment design

a. Mesoscale model and ensemble data assimilation
system

The modeling component of the mesoscale ensemble

data assimilation system uses the nonhydrostatic Ad-

vanced Research version of the Weather Research and

Forecasting (WRF-ARW) model (Klemp 2004). The

WRF model includes a variety of options for physical

process parameterization schemes and is recognized as

the community model for mesoscale research and op-

erational forecasting in the United States. The data as-

similation component of the mesoscale ensemble data

assimilation systems uses the Data Assimilation Research

Testbed (DART) developed at the National Center for

Atmospheric Research (NCAR). The DART uses an

ensemble Kalman filter (Evensen 1997) to update the

probability distribution of an atmospheric state given an

observation (and its associated error) and a prior esti-

mate of the state’s probability distribution. The prior

probability distribution is estimated from the statistics of

an ensemble, thereby incorporating flow-dependent co-

variance information. Flow-dependent covariances lead

to analysis increments that respect the structures of dy-

namically important model features. Further details on

the DART ensemble Kalman filter algorithm can be

found in Anderson and Collins (2007).

Hourly mesoscale ensemble analyses are produced

using WRF-DART on a 30-km grid of 160 3 130 hori-

zontal points and 30 vertical levels that cover the con-

tiguous United States. A 30-member ensemble is used

starting from initial and boundary conditions provided

by NAM of the National Centers for Environmental

Prediction (NCEP) at 1200 UTC 4 May 2007. Initial and

boundary conditions are perturbed using the approach

FIG. 2. Evolution of the observed tornadic supercell thunderstorm from 0200 to 0330 UTC

5 May 2007 over western Kansas with regions of composite radar reflectivity .50 dBZ shaded

every 30 min. Tornado tracks as diagnosed by Lemon and Umscheid (2008) are shown (T1, T2,

and T3). The T1 tornado touches down at 0200 and ends at 0305 UTC (the portion of the

T1 track shaded gray occurs prior to 0230). The T2 tornado touches down at 0303 and ends at

0408 UTC, whereas the T3 tornado touches down at 0339 and ends at 0437 UTC. The locations

of Greensburg, Great Bend, and Hays are noted, along with the locations of KDDC, KICT,

KTWX, KVNX, KTLX, and KAMA WSR-88Ds. The enlarged domain depicts the analysis

and forecast region shown in Figs. 3 and 6–15.
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FIG. 3. Analyzed radar reflectivity (dBZ), horizontal wind vectors (m s21), and vorticity isolines (s21) at 2 km MSL

using data from the KDDC, KAMA, KICT, KVNX, KTLX, and KTWX Doppler radars valid at (a) 0230, (b) 0240,

(c) 0250, (d) 0300, (e) 0315, and (f) 0330 UTC 5 May 2007 over western Kansas. Analyses created using the 3DVAR

system. The domain and radar locations are depicted in Fig. 2.
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of Torn et al. (2006) and soil moisture is perturbed using

a Monte Carlo approach following Stensrud et al. (2000).

In addition to perturbing the initial and boundary con-

ditions, the WRF-model physical process schemes also

are perturbed. Variations in land surface, planetary

boundary layer, radiation, convection, and microphysi-

cal parameterizations are used to create a different set

of model physics for each ensemble member, as in

Stensrud et al. (2000) and Fujita et al. (2007), to limit the

problems caused by underdispersion seen in other en-

semble systems. Details on this mesoscale ensemble sys-

tem are found in Stensrud et al. (2009).

Following Fujita et al. (2007), surface observations of

potential temperature, dewpoint temperature, and u

and y wind components are assimilated each hour from

1300 UTC 4 May to the final analysis time of 0400 UTC

5 May. This 16-h assimilation period allows the ensemble

member perturbations to evolve according to the model

dynamics, while the error growth is restrained through

the assimilation of surface observations. Results from

Stensrud et al. (2009) indicate that this ensemble anal-

ysis approach yields realistic mesoscale structures and

soundings throughout the 18-h period studied for several

convective events. Thus, the hourly mesoscale ensemble

analyses, valid from 0200 through 0400 UTC 5 May,

should capture the observed low-level environmental

variability from the surface observation assimilation,

while also providing an estimate of the uncertainty of

this variability.

b. The convection-resolving model, 3DVAR,
and the cloud analysis system

The convection-resolving numerical model and data

assimilation system used in this study is the three-

dimensional, nonhydrostatic compressible ARPS (Xue

et al. 2000, 2001) and its 3DVAR data assimilation sys-

tem that includes a complex cloud analysis package

(Gao et al. 2002, 2003, 2004; Brewster et al. 2005; Hu

et al. 2006b). Although more advanced techniques such

as four-dimensional variational data assimilation (Sun

and Crook 1998) and EnKF (Synder and Zhang 2003)

can also be used to assimilate radar data, a 3DVAR is

selected because of its demonstrated success in radar data

assimilation (Gao et al. 2004; Xiao et al. 2005; Hu et al.

2006b; Hu and Xue 2007; Montmerle and Faccani 2009;

Zhao and Xue 2009) and its computational efficiency,

which allows the use of relatively large model domains

on available computers. Relatively large convection-

resolving model domains are needed to minimize the ef-

fects of lateral boundaries on the horizontal environ-

mental variability over the forecast time period.

The ARPS 3DVAR system, designed especially for

storm-scale data assimilation, uses a recursive filter

(Purser et al. 2003a,b) with a mass continuity equation

and other constraints that are incorporated into a cost

function, yielding three-dimensional analyses of the

wind components and other model variables. Multiple

analysis passes are used that have different spatial in-

fluence scales to accurately represent intermittent con-

vective storms, although the quality control steps within

the ARPS 3DVAR also are very important to improving

the quality of the radial velocity and reflectivity data. By

using observations from two or more National Weather

Service Doppler radars scanning the same atmospheric

volume simultaneously, it is possible to determine the

full three-dimensional wind field from the radial velocity

data alone. For all the experiments, a full volume scan

of radar reflectivity and radial velocity observations

completed closest to 0230 UTC from the six radars lo-

cated at Dodge City, Kansas (KDDC); Vance Air Force

Base, Oklahoma (KVNX); Wichita, Kansas (KICT);

Oklahoma City, Oklahoma (KTLX); Amarillo, Texas

(KAMA); and Topeka, Kansas (KTWX) are used in the

3DVAR. Three of these radars (KDDC, KVNX, and

KICT) are within 175 km of the Greensburg supercell,

thereby providing multiple simultaneous observations

within the thunderstorm. Only radar data are used in

the 3DVAR and the observations are used without

employing intermittent assimilation cycles. Real-time

convection-resolving experiments that assimilate radar

observations using the ARPS 3DVAR without cycling

show good results (Xue et al. 2008), suggesting that cy-

cling may not be necessary if sufficient radar data are

available. Initial testing of radar observation cycling

with the Greensburg case showed mixed results (not

shown), indicating that a more complete exploration of

the benefits and limitations of cycling is needed in the

future.

A cloud analysis package that uses radar reflectivity

and other cloud observations follows the 3DVAR anal-

ysis step. The package was initially based on the local

analysis and prediction system (Albers et al. 1996) and

subsequently modified for the ARPS system (Zhang

et al. 1998; Brewster 2002; Hu et al. 2006a). The mixing

ratio of precipitation (including rainwater, snow, and

hail) and potential temperature are adjusted within the

cloud analysis based on reflectivity measurements. No

adjustments are made to the other hydrometeor vari-

ables to avoid any negative impacts of these adjustments

on the balance of model equations during the rapid

analysis cycle.

Two different numerical grid domains are used to

evaluate the influence of grid spacing on the predicted

storm evolution using the ARPS convection-resolving

model. One domain covers a 600 3 600 km2 area using

3-km horizontal grid spacing (Fig. 1), whereas the other
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domain covers a slightly smaller 400 3 400 km2 area

using 1-km horizontal grid spacing but centered on the

same location. These two horizontal domains are large

enough to contain the principal features of interest while

maintaining some distance between the primary storms

and the lateral boundaries. The model uses 47 terrain-

following vertical layers that are stretched via a hyper-

bolic tangent function, yielding a vertical spacing of

100 m at the ground that expands to approximately

800 m at the top of the domain at 20 km.

c. Experiment design

Comparisons are made between convective-scale en-

sembles with the initial convective activity produced by

the 3DVAR using 1) background fields that are hori-

zontally homogeneous but vertically inhomogeneous

[i.e., having different vertical environmental profiles or

soundings (experiment SND)] and 2) background fields

that are horizontally and vertically inhomogeneous (ex-

periment 3D). Thus, each ensemble member is created

using a different background environment but with the

same radar observations being assimilated by the ARPS

3DVAR to initialize the observed convective activity.

The end result is four 30-member ensembles (two at 3-km

grid spacing and two at 1-km grid spacing), whose mem-

bers all start with a reasonable representation of the ob-

served convective activity, including strong updrafts and

low-level rotation within the supercell thunderstorm.

Forecasts created without radar data assimilation are not

very valuable for the prediction of this event because

none of the background fields provided by the mesoscale

ensemble have an accurate depiction of the ongoing

convection. Only through the use of radar data assimila-

tion can the observed storms be created within the en-

semble initial conditions.

One-hour forecasts are launched from each of the 30

ensemble members in the SND and 3D experiments (us-

ing both 3- and 1-km grid spacing) starting at 0230 UTC

and ensemble results are compared with indepen-

dent 3DVAR analyses. The model background fields at

0230 UTC are interpolated from the hourly mesoscale

analyses valid at 0200 and 0300 UTC. The independent

3DVAR analyses of the Greensburg case are produced

every 5 min from 0230 to 0330 UTC 5 May 2007 (Fig. 3)

to provide an estimate of the convective circulations

throughout the event. These analyses use radar obser-

vations from the 6 specified WSR-88Ds and background

information from the mean of 30 3D fields provided by

the mesoscale ensemble data assimilation system. No

cycling is used when creating the independent analyses.

The 30 0200 UTC Greensburg soundings from WRF-

DART (Fig. 4) used in experiment SND have values of

CAPE between 2044 and 4832 J kg21, values of 0–3-km

SREH between 216 and 525 m2 s22, and values of 0–1-km

SREH between 106 and 392 m2 s22. Although the larg-

est ensemble member CAPE is slightly less than the

5100 J kg21 estimated from observations (Lemon and

Umscheid 2008), the 0–1-km SREH value estimated from

observations falls within the range of ensemble values.

In addition, all the soundings are supportive of tornadic

supercell thunderstorm development when evaluated

using typical thermodynamic and wind shear parame-

ters (Thompson et al. 2003), including the heights of

the lifting condensation level (LCL) that vary between

183 and 1077 m.

The 30 three-dimensional environments at 0200 UTC

used in experiment 3D have large horizontal variations

across southwestern Kansas (Fig. 5). The axis of highest

ensemble-mean CAPE stretches south–north through

Greensburg, with values of 0–3-km SREH increasing

both to the southwest and northeast of Greensburg (the

pattern of 0–1-km SREH strongly resembles the 0–3-km

SREH and is not shown). Although these gradients

are not large enough to yield substantial changes in

the ensemble-mean environmental parameters over the

;45-km-long path that the dominant supercell storm

traversed from 0230 to 0330 UTC 5 May, the maximum

change over this distance from an individual ensemble

member exceeds 800 J kg21 in CAPE, 300 m in LCL

FIG. 4. Environmental soundings of temperature (black) and

dewpoint temperature (gray) from 0200 UTC 5 May 2007 near

Greensburg, as provided by the WRF-DART mesoscale ensemble

data assimilation system. Soundings from the 30 ensemble mem-

bers (thin lines) and the ensemble mean (thick lines) are shown.

These soundings are used to initialize the SND ensembles.
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height, 120 m2 s22 in 0–1-km SREH, and 150 m2 s22 in

0–3-km SREH. These gradients are large enough that

changes in storm behavior may occur. Changes in other

environmental variables such as temperature, relative

humidity, and winds are also apparent.

4. Results

a. Experiment SND

Forecasts with 3-km grid spacing from the 30 ensem-

ble members initialized with homogeneous environ-

ments indicate that the ensemble members tend to move

the dominant storm too quickly and the storms grow

upscale into a single large storm complex by the end

of the 1-h forecast period (Fig. 6). Although some of

the individual ensemble members have more complex

structures (not shown) and suggest several cells at the

end of the forecast period, there is a strong tendency

among all the members to create a single large storm

complex located north of the observed (dominant) su-

percell thunderstorm. A typical forecast from one en-

semble member is used to illustrate the general behavior

seen in the runs.

Within the first 10 min of the forecast, the smaller

cells (located to the northwest of the southern, dominant

storm) begin to merge into a larger single-cell structure

(Fig. 6b). The dominant storm has a hint of a hook echo

at this time; however, it loses the hooklike appendage

within the next 10 min and fails to establish this struc-

ture throughout the remainder of the forecast period.

Indeed, the maximum mesocyclone vorticity at 2 km

mean sea level (MSL) decreases by 25% during the first

5 min of the forecast period and then remains below the

initial vorticity value. Similarly, the maximum mesocy-

clone vorticity at 4 km MSL decreases by 40% in the

first 5 min. This weakening of the midlevel mesocyclone

occurs even as the updraft speeds are increasing through-

out the first 15-min period. In addition, the easterly flow

within the forward flank of the supercell storm at 2 km

MSL, seen in the analyses at 0250 UTC (Fig. 3c), is much

weaker in the predicted storm (Fig. 6c) and is absent from

the predicted storm 10 min later (Fig. 6d). A southwesterly

flow is found in the southwest sector of the dominant storm

at 0300 UTC (Fig. 6d) in a region of downdraft behind the

leading edge of the eastward-moving cold pool. This flow

pattern is quite different from the northerly flow seen in

the rear flank of the supercell from the analyses (Fig. 3d).

Compared to the 3DVAR analyses (Fig. 3), the

dominant predicted storm moves too fast and has a

more northerly motion component than observed. By

0300 UTC, the circulation center of the predicted dom-

inant storm is nearly 15 km too far to the northeast as

compared with the analyses (cf. Figs. 3d and 6d), im-

plying an 8 m s21 error in predicted storm motion. This

storm motion error suggests that the predicted storm

fails to develop the correct pressure-driven vertical ac-

celerations associated with the interactions between the

environmental wind shear and the updraft that lead to

the deviating storm motion (Rotunno and Klemp 1982,

1985).

Part of the inability of the forecast dominant storm to

maintain a strong midlevel mesocyclone likely is due to

the lack of surface outflows in the model initial condi-

tions. Because the 3DVAR analyses primarily use radar

observations to initialize the in-storm structures, fea-

tures near the ground surface below the radar beam are

not captured unless the radar is very close to the storm.

While the low-level temperature, relative humidity, and

wind fields begin to be influenced by the evaporational

cooling of precipitation particles to form an outflow

within the first 5 min of the model forecasts, it takes time

for the environment to respond to this forcing. Low-level

inflow toward the storm develops outward from the

thunderstorm and intensifies throughout the first 20 min.

FIG. 5. Ensemble-mean analyses of CAPE (J kg21; shaded) and

SREH (m2 s22; isolines every 100 m2 s22 starting at 300 m2 s22,

and .500 m2 s22 in black fill) valid at 0200 UTC 5 May 2007. The

600 3 600 km2 forecast domain is outlined with a white line,

whereas the 180 3 180 km2 subdomain used for subsequent model

plots is outlined with a dashed white line.
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FIG. 6. As in Fig. 3, but for the SND ensemble member 3 forecast starting from the 3DVAR analysis at 0230 UTC

5 May 2007. Domain location shown in Fig. 2.
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The incorrect predicted storm motion may influence

the upscale growth of the storm complex between 0300

and 0330 UTC (Figs. 6d–f). Because the dominant storm

fails to move to the right of the other storms, the dis-

tance separating the storms remains constant over time

instead of increasing as observed (Figs. 3d–f). The closer

separation of the predicted storms leads to stronger in-

teractions between their surface outflows, such that by

0250 UTC the surface outflows are beginning to collide

(not shown) and produce a linear updraft zone on the

eastern edge of the surface outflows by 0300 UTC (Fig. 7).

Over the next 40 min, the zone of rising motion along

the eastern edge of the surface outflow assists in the

upscale growth of the convective region and produces

a forecast storm evolution that is very different from the

observations.

The evolution of the ensemble-mean reflectivity field

is very similar to that of member 3, except the reflectivity

fields are generally much weaker and smoother (not

shown). To measure the forecast variability, the en-

semble spread of composite reflectivity is examined

(Fig. 8). The ensemble spread and its evolution reflect

model forecast error and its growth. Small values of

spread indicate relative forecast certainty and large

values of spread indicate relative forecast uncertainty.

There is no spread in the 0230 UTC initial conditions

(Fig. 8a) as a result of the reflectivity fields from

3DVAR being identical in all the ensemble members

and the lack of any convective activity in the horizon-

tally homogeneous background fields. However, the

spread increases in both areal coverage and amplitude as

the forecast time increases (Figs. 8b–f). Larger values of

spread are seen circling the edges of the ensemble-mean

thunderstorm positions, with the largest values of spread

found in regions where storms are interacting (Fig. 8d)

or on the southwestern edge of the developing storm

complex (Figs. 8e,f). A comparison of Figs. 6 and 8 in-

dicates that the smaller, interior values of spread (nearly

encircled by the larger spread values) are closely aligned

with the ensemble-mean location of the dominant storm.

Thus, the dominant storm evolves similarly in the en-

semble members with slight differences in storm speed

and direction of movement. The error growth is largely

located over the regions of convective boundaries, espe-

cially near the southern edge of the storms.

Because the model grid spacing of 3 km may nega-

tively influence the ability of the predicted dominant

storm to maintain a strong mesocyclone, ensemble

forecasts at 1-km grid spacing are also produced and

evaluated. Results from the ensemble indicate that the

1-km forecasts out to 30 min compare more favorably

with the observations than the 3-km forecasts, yet the

predicted storms still develop upscale into a large storm

complex by the end of the 1-h forecast period (Fig. 9).

The same ensemble member is again selected to char-

acterize the typical forecast evolution. The ensemble

spread field resembles that found using 3 km and so is

not discussed.

During the first 20 min of the forecast period, the

storms located to the northwest of the dominant cell

maintain more of their individual character (Figs. 9a–c).

In addition, the forward flank of the dominant cell at

0250 UTC has a stronger easterly flow (Fig. 9c) com-

pared to the prediction from the 3-km model (Fig. 6c).

The southwesterly flow seen in the western sector of

the dominant storm at 0300 UTC for 3-km grid spacing

(Fig. 6d) is absent from the 1-km grid spacing prediction

(Fig. 9d). However, the storms begin to grow upscale

at this time and form a single large convective storm

complex by 0330 UTC (Figs. 9d–f). Thus, the smaller

1-km grid spacing improves the first 30 min of the fore-

cast; however it is unable to avert the problems that de-

velop later in the model ensemble forecasts of this event,

as the predicted surface outflows begin to dominate storm

development.

The ensemble forecasts at both 3- and 1-km grid

spacing can be used to determine the likelihood of low-

level storm rotation throughout the 1-h forecast period,

which can also help validate the conclusions drawn thus

far from the prediction of a single ensemble member.

Using forecast data every 5 min, the number of times

any ensemble member vorticity value exceeds 0.004 s21

FIG. 7. Isolines of vertical motion (every 1 m s21 with negative

values dashed) at 2 km MSL and surface horizontal wind vectors

(m s21) at 0300 UTC 5 May 2007 from SND ensemble member 3.

Domain location shown in Fig. 2.
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FIG. 8. The ensemble spread of reflectivity (dBZ) for the experiment SND with 3-km resolution valid at

(a) 0230, (b) 0240, (c) 0250, (d) 0300, (e) 0315, and (f) 0330 UTC 5 May 2007 over western Kansas. Domain

location shown in Fig. 2.
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FIG. 9. As in Fig. 6, but for the 1-km grid spacing SND ensemble member 3 forecast.
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for 3-km grid spacing (0.01 s21 for 1-km grid spacing)

are counted at each grid point for a given height level.

The resulting field is noisy, so a simple five-point hori-

zontal smoother is applied in two successive passes

through the data. Results at 2 km MSL fail to show

a coherent path of vorticity counts in the region of the

observed mesocyclone, as would be expected for a per-

sistent supercell thunderstorm (Figs. 10a,b). Instead,

there are gaps in the count data that are consistent with

the weakening of the mesocyclone soon after the fore-

cast begins. The improved 30-min forecasts from the

1-km ensemble (Fig. 10b) are seen in the more coherent

zone of vorticity counts that stretches from southwest to

northeast; even though the count numbers are not large,

gaps are still present, and the most coherent path is to

the east of the observed mesocyclone path. For the 1 km

MSL vorticity data (Figs. 10c,d), the counts can be used

as a proxy for a likely tornado track as this height is only

300–400 m above ground level in western Kansas and

below the mean environmental LCL height. Compari-

son of the 1 km MSL vorticity count track with the ob-

served tornado tracks (Fig. 2d) again indicate that the

predicted storm moves too quickly as the forecast track

is approximately 14 km east of the observed tracks and

is shifted northward. It is encouraging, however, that

some of the ensemble members are producing strong

low-level rotation not far above the ground surface.

b. Experiment 3D

Forecasts with 3-km grid spacing from the 30 ensem-

ble members initialized with both horizontally and ver-

tically inhomogeneous initial environmental conditions

indicate that the ensemble member forecasts of the

dominant storm are improved compared to the SND

forecasts; however, the storms still grow upscale to form

a single large storm complex by the end of the 1-h

FIG. 10. Vorticity counts (isolines every 5, starting at 5) from SND ensemble for (a),(c) 3-km

grid spacing and (b),(d) 1-km grid spacing between 0230 and 0330 UTC 5 May 2007. Counts

valid at (top) 2 km MSL and (bottom) 1 km MSL (300–400 m above ground level). Vorticity is

counted when it exceeds 0.004 s21 for 3-km runs and 0.01 s21 for 1-km runs at each grid point.

Shading denotes approximate region of observed mesocyclone track at 2 km MSL from

3DVAR analyses. Domain location shown in Fig. 2.
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forecast period (Fig. 11). A typical forecast from one

ensemble member is used to illustrate the general be-

havior seen in the 3D runs.

As with the SND runs, the smaller cells (located to the

northwest of the dominant storm) begin to merge into

a larger single cell structure within 10 min (Fig. 11b).

However, the midlevel mesocyclone associated with the

southern dominant storm is maintained much better in

the 3D runs than in the SND runs (cf. Figs. 11 and 6). In

particular, the dominant storm maintains a hooklike

appendage in the reflectivity field throughout most of

the 1-h forecast period (Fig. 11). The maximum meso-

cyclone vorticity at 2 km MSL decreases by only 2%

during the first 5 min of the forecast, compared to a 25%

decrease in the SND run. The maximum midlevel vor-

ticity at 6 km MSL decreases by 16% in the first 5 min

and remains constant or intensifies thereafter. In addi-

tion, the observed easterly flow at 2 km MSL within the

forward flank of the dominant storm is maintained out to

0250 UTC and is replaced with southeasterly flow af-

terward (Figs. 11c,d). No large regions of southwesterly

flow are seen in the western, rear flank sector of the

dominant storm. Thus, the dominant storm in the 3D run

is more consistent with the observations than the dom-

inant storm in the SND run.

Although difficult to discern on the figures, the storm

motion of the dominant storm is ;3 m s21 slower in the

3D ensemble than in the SND ensemble and agrees

better with the observations. Therefore, while both the

3D and SND runs predict a storm motion for the dom-

inant storm that is too fast, the storm motion error is

smaller in the 3D runs.

The 3D ensemble runs also are not initialized with

surface outflows, and so outflows develop as evapora-

tional cooling of precipitation particles occurs in the

forecasts. In this horizontally varying environment, the

surface temperatures in the outflow region are warmer

than found in the SND run by several degrees Celsius.

Although the surface outflows from the storms eventu-

ally converge and form a single cold pool by 0300 UTC

(Fig. 12), the winds within the outflow region are weaker

and the 2 km MSL vertical motion field is more repre-

sentative of isolated cells than the forecast from the SND

run (Fig. 7). However, the outflow eventually dominates

the evolution of the storms in these forecasts, leading to

the upscale growth of the convection. Yet the reduced

outflow strength appears to help the dominant storm

maintain a stronger low-level mesocyclone throughout

the entire forecast period.

The ensemble spread of composite reflectivity for

experiment 3D with 3-km resolution (Fig. 13) is greater

than 1 dBZ over a larger area but has smaller maximum

values after 0250 UTC, than the SND ensemble (Fig. 8).

The nonzero spread values at the initial time of 0230

UTC are a result of convective activity present in the

three-dimensional background fields provided by the

mesoscale ensemble. In particular, eight of the ensemble

members have convective activity in the northwestern

portion of the domain at the initial time (not shown).

This convection intensifies and moves northeastward

with the environmental flow as the forecast evolves,

which is reflected in the ensemble spread fields. Con-

vective activity is also present in some ensemble mem-

bers along and near the dryline that stretches northward

from the southern edge of the domain. However, similar

to experiment SND, larger values of spread also encircle

the dominant storm that is inserted into the ensemble

runs by the 3DVAR scheme. Interestingly, the maxi-

mum value of the spread encircling the dominant storm

is less than that found in the SND ensemble (cf. Figs. 8e–f

and 13e–f), suggesting that the evolution of the domi-

nant storm in the 3D ensemble is more consistent than

the dominant storm in the SND ensemble (as is also seen

later in the vorticity count plots).

The placement of convective activity in the model

background fields to the northwest of the dominant

storm within several ensemble members is fortuitous,

because these storms do not interact with the dominant

storm and influence its behavior. If these convective

regions had occurred adjacent to or on top of the dom-

inant storm location, then convective interactions likely

would have occurred and the forecast results from the

3D runs would be degraded for these members. The

realization of the important role played by convective

activity that exists in the background fields emphasizes

the need to also use radar observations to suppress

convection where it does not exist (Tong and Xue 2005;

Aksoy et al. 2009).

The ensemble spread results illustrate the important

role played by the background fields provided by the

mesoscale ensemble. Although the evolution of the

dominant storm is more consistent in the 3D ensemble

than in the SND ensemble, the 3D information also

produces convection in regions where it was not observed.

This situation argues for the use of radar observations

within the mesoscale ensemble to constrain convective

activity only to areas where it is observed, as done by

Fujita et al. (2008), or the use of a single high-resolution

ensemble system that assimilates both mesoscale and

convective-scale observations.

Results from the 1-km 3D ensemble runs (Fig. 14) are

similar to the 3-km ensemble runs (Fig. 11). The storms

to the northwest of the dominant storm retain more of

an isolated structure in the 1-km run than seen in the

3-km run over the first 30 min of the forecast (cf. Figs. 14

and 11). The hook-like appendage is very apparent in
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FIG. 11. As in Fig. 6, but for 3D ensemble member 3 forecast starting from the 3DVAR analysis at 0230 UTC

5 May 2007.
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the 1-km runs and is depicted at every 5 min of forecast

time. However, the storms still grow upscale to form a

single storm complex by the end of the 1-h forecast. Yet

the southern edge of this system still has a hook echo and

mesocyclone at this time.

Vorticity counts from both the 3- and 1-km forecast

ensembles show that the mesocyclone tracks from the

3D ensemble agree remarkably well with the observed

mesocyclone track (Figs. 15a,b). Not only is the meso-

cyclone path more accurate but the counts are higher

from the 3D runs compared to the SND runs (cf. Figs. 15

and 10), indicating that more ensemble members are

producing a mesocyclone along the correct path. The

1-km 3D ensemble vorticity counts are even larger than

the 3-km 3D ensemble vorticity counts, illustrating an-

other clear advantage for the smaller grid spacing. If we

use the 1 km MSL vorticity count plots as a proxy for the

tornado path, then the 1-km 3D ensemble results high-

light the potential for several tornadoes during this 1-h

period (Fig. 15d). Although the specific paths are not in

agreement with the observations (Fig. 2), the correct

counties are identified and the idea that several tornadoes

may develop (especially as the storm moves northward) is

seen in the ensemble runs.

Assuming a storm motion of 18 m s21 and a mesocy-

clone width of 5 km, the largest vorticity count one

could expect at any grid point is 30, as the storm moves

across the domain with forecast output available every

5 min (1 count per ensemble member). If the mesocy-

clone width is much larger than 5 km, the storm motion

slower than 18 m s21, or forecast output data available

more frequently, then larger counts are possible. Results

from the 3D ensemble at 1-km grid spacing indicate that

the maximum 1 km MSL (;300 m above ground level)

vorticity count found at any grid point is 27. However,

a total of only 20 grid points have count values above 15,

and only 9 grid points have count values above 20. Thus,

the ensemble probabilities of strong low-level rotation

(.0.01 s21) are typically in the 10%–30% range, high-

lighting the value of an ensemble approach because

a single deterministic forecast could easily miss this low-

probability event.

To quantify forecast accuracy from the four ensemble

forecasts, equitable threat scores (ETSs; Wilks 2006) are

calculated by comparing the forecast ensembles and

their means with the 3DVAR analyses for reflectivity

values exceeding a 30-dBZ threshold. A perfect forecast

yields an ETS value of 1, with forecast accuracy de-

creasing as the ETS value decreases toward 0. Results

generally indicate that the 3D ensemble members and

their mean have higher ETS values during the 1-h

forecast period in comparison with the SND ensemble

members and their mean for both 3- and 1-km grid

spacing (Fig. 16). One 3D ensemble member, in partic-

ular, has much higher values of ETS than the other

members after 20 min (Figs. 16b,d). However, the ETS

scores for the 3D ensemble members have greater var-

iability during the first 30 min than those for the SND

ensemble members. The low ETS values for several of

the 3D ensemble members are a result of convection

present in the mesoscale ensemble analyses that are

used to initialize the convective-scale ensemble. The

quicker decrease of ETS values for the 1-km resolution

than that for the 3-km resolution indicates both the more

rapid divergence of the forecast storm behavior for 1-km

and the expected decrease in ETS values as model grid

spacing decreases (Gallus 2002).

5. Discussion

Storm-scale ensemble forecasts of a tornadic supercell

thunderstorm that passed over Greensburg, Kansas,

between 0230 and 0330 UTC 5 May 2007 are compared

with high-resolution 3DVAR analyses to evaluate the

importance of the storm environment to the resulting

forecasts. Radar observations from 6 WSR-88Ds are

used in a 3DVAR approach to initialize the storms at

0230 UTC 5 May, and 1-h forecasts produced for 30

ensemble members that differ only in the definitions of

their initial environments. The influence of grid spacing

is also examined by comparing ensembles run at 3- and

1-km grid spacing. It is found that the ensembles

FIG. 12. As in Fig. 7, but from 3D ensemble member 3 showing

isolines of vertical motion (every 1 m s21 with negative values

dashed) at 2 km MSL and surface horizontal wind vectors (m s21)

at 0300 UTC 5 May 2007.
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FIG. 13. As in Fig. 8, but for experiment 3D.
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FIG. 14. As in Fig. 9, but for the 1-km grid spacing 3D ensemble member 3 forecast.
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initialized with realistic three-dimensional environ-

ments compare better with observations than ensemble

forecasts initialized with vertical soundings representa-

tive of the environmental conditions near the storm.

Improvements are found in storm structure and evolu-

tion, mesocyclone path, equitable threat scores for

reflectivity, and very low-level (;300 m) rotation tracks

when three-dimensional environments are used in the

ensembles. Some improvements in storm evolution and

mesocyclone path are also found as the grid spacing

decreases from 3 to 1 km, but the largest improvements

in the ensemble forecasts are because of the inclusion of

horizontal environmental variability in the environ-

mental conditions.

Because previous studies that assimilate radar observa-

tions into convection-resolving models to make short-range

forecasts typically have used horizontally homogeneous

environments, these results highlight the importance of

mesoscale horizontal variability to the quality of the re-

sulting forecasts and merit serious consideration. Results

show that what appear to be relatively small horizontal

changes in environmental parameters play important

roles in determining the strength of the surface outflow,

maintaining the mid- and low-level mesocyclones and

influencing storm evolution. Although the processes and

feedbacks that produce these effects on storm evolution

are not clear, the improvements in the forecasts are

dramatic for this tornadic supercell thunderstorm event.

Results further show the value of using convective-

scale ensembles for very short-range numerical weather

prediction. Although the 3D ensemble forecasts nearly

all produce a supercell thunderstorm, the storm track

and the intensity of various important storm features

(cold pools, mesocyclones, and updraft speed) are dif-

ferent in the various ensemble members. In particular,

the probabilities of a strong, very low-level rotation

calculated from the ensemble forecasts (and that could

be used to identify regions of tornadogenesis) are often

in the 10%–30% range. Thus, the use of a single de-

terministic forecast to capture such a low-probability

event is likely to lead to failure. Severe weather events

are inherently unlikely, and the forecast approach used

must account for their unlikely nature. This conclusion is

supported by other studies that note the value of an

ensemble strategy for intense local weather (e.g., Brooks

et al. 1995; Elmore et al. 2002, 2003; Kong et al. 2007).

FIG. 15. As in Fig. 10, but for the 3D ensemble.
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Much more work is needed to understand how best to

develop an ensemble forecasting system for severe

convection in real-time settings. The importance of em-

ploying intermittent assimilation cycles within a 3DVAR

deserves particular attention because cycling will help

define the cold pools associated with the thunderstorms

that can play an important role in thunderstorm evolu-

tion. The use of radar observations to suppress convec-

tion in regions where it is not observed, especially when

convection exists in the model background fields, is par-

ticularly challenging. Our efforts in the future will include

examining the role of grid nesting, cycling, evaluating

other techniques for generating initial perturbations, and

evaluating other data assimilation techniques, such as a

storm-scale ensemble Kalman filter for convective en-

semble forecasting.

FIG. 16. Values of equitable threat score (ETS) for a 30-dBZ reflectivity threshold as

a function of forecast time (min) from 30 ensemble members (thin lines) and the ensemble

mean (thick line) for (a) 3-km SND, (b) 3-km 3D, (c) 1-km SND, and (d) 1-km 3D. The in-

dependent 3DVAR analyses of reflectivity are taken as truth.
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